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Abstract

Automated Claim Checking of medical claims
made on social media can be extremely useful
for clarifying critical assumptions about users’
health and preventing the spread of harmful in-
formation. This paper presents a benchmark for
an evidence-based approach to claim checking
of medical claims with synthesis of randomized
controlled trials (RCT) abstracts. This bench-
mark consists of 300 claims, with fine-grained
evaluation and plain language explanations syn-
thesizing medical evidence from experts.

We will publicly release our code after publica-
tion.

1 Introduction

Many users post statements or questions on social
media about their health or medical knowledge,
which often may include infactual parts. With-
out verification, this can spread misinformation
that is dangerous and potentially deadly for people
who utilize online information to inform their med-
ical decisions. Our work attempts to develop and
evaluate expert grade evidence-based systems to
check medical claims by retrieving and synthesiz-
ing RCTs, a critical foundation of evidence based
medicine that measure efficacy of new treatments
(Sackett et al., 1996; Hariton and Locascio, 2018).

2 Medical Claim Checking Benchmark

The benchmark consists of expert claim checking
assessments of 300 claims, each with 10 retrieved
RCT abstracts as the corresponding medical evi-
dence, and 300 expert written plain language ex-
planations synthesizing the evidence to assess the
claim.

2.1 Medical Claims from Social Media

The medical claims used in this benchmark are
sourced from the RedHOT dataset (Wadhwa et al.,
2023), which are directly extracted from various

subreddits, and include annotation of Reddit health
posts including claim extraction and PIO elements.

2.2 Retrieval

We  used SOTA embedding model,
Alibaba-NLP/gte-large-en-v1.5, which
was the SOTA open-sourced embedding model
with lightweight parameters, feasible to use to
embed a database of 800,000 RCT abstracts
with our limited resources. We embedded the
concatenation of the RCT title and abstract content
for the Trialstreamer database. We also embedded
the post, claim, and its annotated PIO elements.

We retrieved the top 10 most relevant abstracts
by cosine similarity.

2.3 Human Evaluation Framework

Relevance Population, Intervention, and Out-
come elements are critical components of an RCT
(Richardson et al., 1995).

Experts then evaluate the relevance of each of
the PIO elements. Then, they rank the relevance of
the abstract overall in respect to the claim.

If the Overall label of the abstract is graded as rel-
evant, then the experts are asked to assess whether
the support label of the abstract relative to the claim:
(1) Supports, (2) Partially Supports, (3) Partially
Refutes, and (4) Refutes.

Claim Support Positions

Tiering We introduce a tiering process to allow
medical experts to analyze the quality of medical
evidence. Our automatic tiers of abstracts are (1)
Relevant, (2) Somewhat Relevant, (3) Irrelevant.

Synthesis Support and Expert Opinion Labels
After completing the tiering step of the annotation
and arranging a hierarchy of the quality of medical
evidence in relation to the claim, annotators decide
on a final support label of whether the body of evi-
dence synthesized either (1) Supports, (2) Partially



Supports, (3) Inconclusive, (4) Partially Refutes,
(5) Refutes the claim. This label is based on the
evidence only.

Additionally, we include an optional label for ex-
perts to put their expert opinion from their clinical
experience, which contain the same five support
level options as the Synthesis Support label options.
This allows us to clearly study the differences in
expert opinion compared to the RCT evidence syn-
thesis, as well as prevent the potential biases in
expert evaluation of synthesis given their previous
clinical experience.

Plain Language Explanations To justify their
claim support label, experts write a paragraph
length synthesis explanation. Our expert rationales
followed the suggesting template:

* Include an overall sentence either at the begin-
ning or end of your synthesis explanation.

* Target to aim the explanations at 100 words or
less, 150 words if there are details that must
be elaborated on.

* Include details of abstracts identified as rele-
vant and explanations of how it supports the
ultimate label, including some nuance.

* (Optional) Medical Addendum at end.

At the end, we include an opportunity for an-
notators to include a medical addendum of their
medical expertise inputs on what is usually done
in clinics in response to the claim, which could be
very valuable to users.

2.4 Annotation

This benchmark was annotated by six medical ex-
perts, particularly one medical student in the U.S.,
four licensed doctors, and one Radiology Sciences
researcher. They are all experienced with study-
ing medical articles and synthesizing them to make
critical decisions in biomedical research or treating
patients.

We recruited five of our experts from Upwork,
a process that took four weeks. During this phase,
we received 117 proposals on Upwork, and reached
out to 19 people with a sample annotation task to
gauge whether they could follow instructions and
gauge their medical expertise through the quality
of their annotation and plain language explanations.
From this, we selected 7 of the most qualified can-
didates by explanation quality, interviewed them

for final fit, and ultimately chose 5 which best met
our expectations. Our experts worked anywhere
between 3 to 20 hours per week of annotation. Our
medical experts on average took 20 minutes to an-
notate each claim end-to-end. We paid our experts
a range between $22 and $35 through Upwork.

Following the recommendations of (Klie et al.,
2024), the two co-first authors held a weekly
group meeting with all medical experts to dis-
cuss the most disagreed examples, provide general
feedback, and refine the annotation guidelines as
needed.

Inter-Evaluator  Agreement. Our inter-
evaluator agreement for the pilot set of ten claims
is shown in A.

3 Related Work

The recent surge in interest around fact-checking,
particularly in scientific and health-related do-
mains, has driven the creation of diverse datasets
and models. These efforts, such as those fo-
cused on expert-curated questions (Malaviya et al.,
2024), generating scientific claims (Wright et al.,
2022), and improving claim verification with full-
document context (Wadden et al., 2022b), highlight
the need for robust verification across various con-
texts. Datasets like FakeCovid and COVIDLies
(Shahi and Nandini, 2020; Hossain et al., 2020)
emphasize the importance of cross-domain verifi-
cation, while resources like SciFact-Open (Wadden
et al., 2022a) address the complexities of open-
domain scientific fact-checking.

In the health misinformation domain, datasets
such as SCIFACT (Wadden et al., 2020), HealthVer
(Sarrouti et al., 2021), and HealthFC (Vladika et al.,
2024) provide frameworks for verifying health-
related claims with evidence-based methods. These
are complemented by broader resources like the
Monant Medical Misinformation Dataset (Srba
et al., 2022), which examines the mapping of medi-
cal misinformation, and SCITAB (Lu et al., 2023),
which supports the compositional reasoning on sci-
entific tables.

Expanding beyond health-specific contexts,
general-purpose datasets and models such as Fac-
tKG (Kim et al., 2023), MISCCI (Glockner et al.,
2024), and AVeriTeC (Schlichtkrull et al., 2023) un-
derline the importance of reasoning and argumen-
tation in fact-checking across diverse scenarios.

Additionally, research aligning social media
medical claims with scientific evidence (Hughes



and Song, 2024) and new verification models based
on causal graphs (Wu et al., 2023) contribute to the
ongoing development of more comprehensive and
effective fact-checking methodologies.

4 Future Work

There are many steps that remain to complete this
project. First, we are working on improving the
benchmark design by curating claims more care-
fully from disease populations that have more con-
ducted RCTs. We are also looking into other re-
trieval ideas that could ensure higher quality of
evidence retrieved. Additionally, we need to refine
and finalize the annotation pipeline for medical ex-
perts, obtain better agreement, and scale up to the
full 300 claims. Furthermore, on the automatic
side, we need to complete many more baselines to
explore the capabilities and shortcomings of auto-
matic systems on this task. Plus, we need to do ex-
periments focused on fine-tuning or synthetic data
generation to contribute a tangible step forward to
an automatic medical claim checking system.
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A Pilot Inter-evaluator Agreement

Type K

Population 0.379
Intervention 0.355
Outcome 0.279
Overall 0.347
Tab Support 0.353

Overall Support  0.191

Table 1: Inter-evaluator agreement measured through
Randolph’s « for the training set of 10 claims.
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